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Legal Disclaimer

This presentation has been prepared by Seyfarth Shaw LLP for informational 

purposes only. The material discussed during this webinar should not be 

construed as legal advice or a legal opinion on any specific facts or 

circumstances. The content is intended for general information purposes only, 

and you are urged to consult a lawyer concerning your own situation and any 

specific legal questions you may have.
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AI Use In HR Is Already Here, And Is Becoming More Common

Source: SHRM “State of the Workplace” research survey conducted in November 2023. 
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Source: SHRM 2024 “Talent Trends” survey
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SHRM Survey Responses
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Source: SHRM 2024 “Talent Trends” survey
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Source: SHRM 
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Source: SHRM 
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Risks Associated 
with the use of AI in 
hiring and employee 
selection processes

• Despite the goal of neutrality and objectivity, AI and 
algorithms can reproduce or introduce bias, depending 
upon how those tools are built and trained.

• AI and algorithms can produce biased results, 
unintentional or not, if they is trained using biased data.  
Examples include: 

▪ An algorithm that selects candidates by comparing them 
with an employer’s current employees may replicate 
biased decision-making if the employer’s past practices 
(even if unintentionally) excluded certain groups.

▪ If the data used to train the AI is less complete or less 
accurate for some groups, the algorithm will be less 
accurate in identifying the most promising candidates 
from that group or may systematically underestimate 
their likelihood of success.

• The risks of discriminatory effects arise because certain 
AI models “learn” to make predictions by analyzing data 
about past patterns of behavior. 

• The technology’s utility can depend significantly on the 
training data.
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Employers using AI 
are already facing 
a patchwork of 
overlapping AI 
regulatory efforts

There is no pathway this Congress to federal AI legislation 

focused on the use of AI for hiring. State legislatures are 

not waiting for the federal government to act. 

• New York City Local Law 144, enforcement began July 

2023, requiring pre-deployment “bias audits” of 

“automated employment decision tools”

• Colorado SB 205 was signed on May 17, 2024, regulating 

the use of AI to make “consequential decisions”.

• Illinois HB 3773 signed on August 9, 2024, requiring the 

disclosure of an employer’s use of AI in “recruitment, 

hiring, promotion, renewal of employment, selection for 

training or apprenticeship, discharge, discipline, tenure, or 

the terms, privileges, or conditions of employment.”

• California AB 2930 had momentum but did not progress 

at the end of the legislative session on August 31, 2024. 
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US Civil Rights Laws Apply to the Use of Artificial Intelligence

“Many automated systems rely on vast 

amounts of data to find patterns or 

correlations, and then apply those patterns to 

new data to perform tasks or make 

recommendations and predictions. While these 

tools can be useful, they also have the potential 

to produce outcomes that result in unlawful 

discrimination…

“Automated system outcomes can be skewed by 

unrepresentative or imbalanced datasets, 

datasets that incorporate historical bias, or 

datasets that contain other types of errors.”

From the Joint Statement on Enforcement of Civil Rights, 

Fair Competition, Consumer Protection, and Equal 

Opportunity Laws in Automated Systems (April 4, 2024)
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EEOC’s Strategic Enforcement Plan Emphasizes AI and Hiring
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The EEOC’s Strategic Enforcement Plan for FY24-28 puts an 

emphasis on the use of any technology, and not just AI in hiring. 

EEOC’s own explanation says the SEP:

Recognizes employers’ increasing use of 

technology including artificial intelligence or machine learning, to 

target job advertisements, recruit applicants, and make or assist 

in hiring and other employment decisions, practices, or policies;

The SEP itself emphasizes the EEOC’s scrutiny on:

the use of technology, including artificial intelligence and machine 

learning, to target job advertisements, recruit applicants, or make 

or assist in hiring decisions where such systems intentionally 

exclude or adversely impact protected groups;

the use of screening tools or requirements that disproportionately 

impact workers on a protected basis, including those facilitated by 

artificial intelligence or other automated systems, pre-employment 

tests, and background checks.

Image generated by Midjourney.
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The Governing Law and Legal Framework

• Civil Rights laws set the stage

– Title VII, ADA, ADEA, Section 1981 and 

state laws

• Race/Gender-based preferences are 

unlawful except in very narrow 

circumstances: 

– when specifically designed and narrowly 

tailored to temporarily correct a “manifest 

imbalance” in the workplace. (This is rarely 

exercised; use caution)
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Employee demands, the need to attract 
top talent, company culture, competitive 
advantages, public and shareholder 
pressures

v. 

Legal constraints, “anti-woke” litigation, 
conservative advocacy groups, public 
response and boycotts; board and 
shareholder demands

U.S. Law Requires Balance

There are risks to doing too much 

(risks related to “reverse 

discrimination” claims or challenges 

from detractors) AND risks to doing too 

little (discrimination claims and 

stakeholders who question the 

company’s commitment to DEI)
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Key Risk 
Management 

Tool:  

DEI Review or 
Audit

Responding to the Increased Scrutiny

• A privileged DEIB audit is key

• Practices may have become lax with lack of threatened 
legal enforcement and spotlight 

• Misconceptions about what is “legal”

• Presents a good opportunity to look under the hood and 
kick the tires of company’s DEIB programming 

• Highlights potential vulnerabilities in current litigation 
environment and allows the company to shore those up 

• Provides an opportunity to update and “reset”

• Does not mean withdrawing from DEI commitments… 
rather, a chance to affirm them and ensure their legality



Where We Are Headed: Shifting AI Regulation and Enforcement: 
From End Result to Process + Results

Traditional Framework: Look 
At The End Result

1) Is there evidence of disparate treatment?

2) Is there evidence of disparate impact?

• If so, validation is required

Shifting Framework: Focus 
On The PROCESS To Avoid A 
“Bad” End Result:

Review the processes used by developers 
deployers

Assess the training data sets and inputs

Be Transparent

Mandatory self-assessments and reporting
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The Department of Labor issued AI “Promising Practices” to 
employers on April 29

• The document is addressed to 
federal contractors, but all 
private-sector employers 
using or considering AI should 
pay attention.

• OFCCP first reiterates the 
uncontroversial position that 
existing civil rights laws apply to 
AI-driven results

• OFCCP also identifies “Promising 
Practices” designed to mitigate AI 
risks in employment
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Many of the “Promising Practices” align with the NIST AI RMF

Many of the Department of Labor’s “promising 

practices” closely align with the NIST AI Risk 

Management Framework (January 2023)

Multiple state governors have signed executive 

orders requiring state governments to follow the 

NIST AI RMF when using AI. 

The federal government’s own internal risk-

management practices (OMB M-24-10, 3/28/24) 

closely track the NIST AI RMF). 

Many private-sector employers have worked to 

operationalize the NIST AI RMF. 
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Key Takeaways from 
the Department of 
Labor’s AI “Promising 
Practices” 

Transparency and notice to employees and 

applicants. 

Stakeholder engagement. Consult with employees 

and/or their representatives in the design and 

deployment of AI systems.

Fairness assessments and ongoing monitoring.

Analyze AI tools for discriminatory impact before 

use, at regular intervals during use, and after use. 

Meaningful human oversight of AI-based decisions. 

Documentation and recordkeeping. 

AI vendor-selection best practices.
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Final AI risk 
management 
thoughts

“All models are wrong. Some models are useful.”
 

- Mathematician George Box, 1976

“All models are wrong or will be wrong. What 
matters is how much ‘wrong’ can you accept?”
 

- Agus Sudjianto, Former Chief Model Risk 
Officer, Wells Fargo

Image generated by Midjourney.
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Final AI risk 
management 
thoughts

In the context of using AI to support DEIB efforts:

1. What is the intended application and the result? 
Some applications are lower-risk than others!

 
2. “Human in the loop”: How is human 

decisionmaking being assisted? Or replaced?

3. How does might the underlying technology be 
“wrong”? What testing and monitoring do you 
have to identify if it’s “wrong”? (Are you relying 
solely on your AI vendor?)

Image generated by Midjourney.
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CLE: NEW PROCESS

Please scan the QR code and complete the 

digital attendance verification form to receive 

CLE credit for this program.

You will need:

1. Title: Using AI to Support DEIB Efforts

Date Viewed: September 4, 2024

2. Attendance Verification Code: SS____

State-specific CLE credit information can be 

found in the form. 



thank 
you
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For more information, please contact: 

Rachel V. See 

email: rsee@seyfarth.com

phone: (202) 772-9731

Angelina T. Evans

email: aevans@seyfarth.com 

phone: (213) 270-9718
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